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Abstract. The most important approaches to computer-assisted authorship attribution are exclus-
ively based on lexical measures that either represent the vocabulary richness of the author or simply
comprise frequencies of occurrence of common words. In this paper we present a fully-automated
approach to the identification of the authorship of unrestricted text that excludes any lexical measure.
Instead we adapt a set of style markers to the analysis of the text performed by an already existing
natural language processing tool using three stylometric levels, i.e., token-level, phrase-level, and
analysis-level measures. The latter represent the way in which the text has been analyzed. The
presented experiments on a Modern Greek newspaper corpus show that the proposed set of style
markers is able to distinguish reliably the authors of a randomly-chosen group and performs better
than a lexically-based approach. However, the combination of these two approaches provides the
most accurate solution (i.e., 87% accuracy). Moreover, we describe experiments on various sizes of
the training data as well as tests dealing with the significance of the proposed set of style markers.

1. Introduction

The vast majority of the attempts to attribute authorship deal with the establishment
of the authorship of anonymous or doubtful literary texts. A typical paradigm is
the case of theFederalist Papers, twelve of which are claimed by both Alexander
Hamilton and James Madison (Mosteller and Wallace, 1984; Holmes and Forsyth,
1995). However, the use of such cases as testing-ground may cause some problems,
namely:

• The number of candidate authors is usually limited (i.e., two or three). The
tested technique, therefore, is likely to be less accurate in cases with more
candidates (e.g., more than five).

• The literary texts are usually long (i.e., several thousands of words). Thus, a
method requiring a quite high text-length in order to provide accurate results
cannot be applied to relatively short texts.

• The literary texts often are not homogenous since they may comprise
dialogues, narrative parts, etc. An integrated approach, therefore, would
require the development of text sampling tools for selecting the parts of the
text that best illustrate an author’s style.
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The lack of a formal definition of an author’s idiosyncratic style leads to
its representation in terms of a set of measurable patterns (i.e., style markers).
The most important approaches to authorship attribution are exclusively based
on lexical measures that either represent the vocabulary richness of the author
or simply comprise frequencies of occurrence of function (or context-free) words
(Holmes, 1994). Tallentire (1973) claims that:

“No potential parameter of style below or above that of the word is equally
effective in establishing objective comparison between authors and their
common linguistic heritage.”

However, the use of measures related to syntactic annotation has been proved to
perform at least as well as the lexical ones. Baayen et al. (1996) used frequencies
of use of rewrite rules as they appear in a syntactically annotated corpus. The
comparison of their method with the lexically-based approaches for theFederalist
Paperscase shows that the frequencies with which syntactic rewrite rules are put
to use perform better than word usage. On the other hand, they note:

“We are not very optimistic about the use of fully automatic parsers, but
follow-up research should not disregard this possibility.”

A typical approach to authorship attribution initially defines a set of style
markers and then either counts manually these markers in the text under study
or tries to find computational tools that can provide these counts reliably. The
latter approach often requires manual confirmation of the automatically-acquired
measures. In general, real natural language processing (NLP) (i.e., computational
syntactic, semantic, or pragmatic analysis of text) is avoided since current NLP
tools do not manage to provide very high accuracy dealing with unrestricted
text. The use of computers regarding the extraction of stylometrics has been
limited to auxiliary tools (e.g., simple programs for counting word frequencies
fast and reliably). Hence, authorship attribution studies so far may be considered
ascomputer-assistedrather thancomputer-based.

An alternative method aiming at the automatic selection of style markers
has been proposed by Forsyth and Holmes (1996). In particular, they performed
text categorization experiments (including authorship determination) letting the
computer to find the strings that best distinguish the categories of a given text
corpus by using the Monte-Carlo feature finding procedure. The reported results
show that the frequencies of the automatically extracted strings are more effective
than letter or word frequencies. This method requires minimal computational
processing since it deals with low-level information. Although it is claimed that
this information can be combined with syntactic and/or semantic markers, it is not
clear how existing NLP tools could be employed towards this direction.

In this paper we present a fully-automated approach to the identification of
authorship of unrestricted text. Instead of predefining a set of style markers and
then trying to measure them as reliably as possible, we consider the analysis of the
text by an already existing NLP tool and attempt to extract as many style markers
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as possible. In other words, the set of the style markers is adapted to the automatic
analysis of the text.

Our method excludes any distributional lexical measure. Instead it is based
on both low-level measures (e.g., sentence length, punctuation mark count, etc.)
and syntax-based ones (e.g., noun phrase count, verb phrase count etc.). Addition-
ally, we propose a set of style markers related to the particular method used for
analyzing the text (analysis-level measures), i.e., an alternative way of capturing
the stylistic information. The presented experiments are based on texts taken from
a Modern Greek weekly newspaper. We show that the proposed set of style markers
is able to distinguish reliably the authors of a randomly-chosen group and performs
better than the lexically-based approaches.

This paper is organized as follows: the next Section contains a brief review
of lexically-based authorship attribution studies. Section 3 describes our approach
concerning both the extraction of style markers and the disambiguation method.
Analytical experimental results are included in Section 4 while the conclusions
drawn by this study are discussed in Section 5.

2. Lexically-Based Methods

The first pioneering works in authorship attribution had been based exclusively
on low-level measures such as word-length (Brinegar, 1963), syllables per word
(Fucks, 1952), and sentence-length (Morton, 1965). It is not possible for such
measures to lead to reliable results. Therefore, they can only be used as comple-
ment to other, more complicated features. Currently, authorship attribution studies
are dominated by the use of lexical measures. In a review paper Holmes (1994)
asserts:

“. . . yet, to date, no stylometrist has managed to establish a methodology
which is better able to capture the style of a text than that based on lexical
items.”

There are two main trends in lexically-based approaches: (i) those that represent
the vocabulary richness of the author and (ii) those that are based on frequencies
of occurrence of individual words.

In order to capture the diversity of an author’s vocabulary various measures have
been proposed. The most typical one is the type-token ratioV/NwhereV is the size
of the vocabulary of the sample text, andN is the number of tokens which form the
sample text. Another way of measuring the diversity of the vocabulary is to count
how many words occur once (i.e.,hapax legomena), how many words occur twice
(i.e.,dislegomena) etc. These measures are strongly dependent on text-length. For
example, Sichel (1986) shows that the proportion of the dislegomena is unstable for
N< 1,000. In order to avoid this dependency many researchers have proposed func-
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tions that are claimed to be constant with respect to text-length. Typical paradigms
are theK proposed by Yule (1944) and theRproposed by Honore (1979):

K = 104(
∑∞

i=1 i
2Vi −N)

N2

R = (100logN)

(1− (V1
V
))

whereVi is the number of words used exactlyi times in the text. In addition,
there are approaches based on multivariate techniques, i.e., using more than one
vocabulary richness function for achieving more accurate results (Holmes, 1992).
However, recent studies have shown that the majority of these functions are not
really text-length independent (Tweedie and Baayen, 1998). Moreover, the vocab-
ulary richness functions are highly unstable for text-length smaller than 1,000
words.

Instead of counting how many words are used a certain number of times an
alternative approach could examine how many times individual words are used
in the text under study. The selection of context-free or function words that best
distinguish a given group of authors requires a lot of manual effort (Mosteller
and Wallace, 1984). Moreover, the function word set that manages to distinguish
a given group of authors cannot be applied to a different group of authors with
the same success (Oakman, 1980). Burrows (1987, 1992) used the frequencies
of occurrence of sets (typically 30 or 50) of the most frequent words making
no distinction between function-words and content-words. This seems to be the
most promising method since it requires minimal computational cost and achieves
remarkable results for a wide variety of authors. The separation of common homo-
graphic forms (e.g., the word “to” has a prepositional and an infinitive form)
improves the accuracy. However, regarding a fully-automated system this separ-
ation demands the development of a reliable NLP tool able to recognize the
appropriate word forms. Additionally, in case where the proper names have to be
excluded from the high frequency set, an automatic name finder has also to be
incorporated.

3. Our Approach

As mentioned above the set of style markers used in this study does not employ
any distributional lexical measure. Instead it takes full advantage of the analysis
of the text by a natural language processing tool. An overview of our approach is
shown in Figure 1. In this section we first describe in brief the properties of this
tool and then the set of style markers is analytically presented. Finally, we describe
the classification method used in the experiments of the next section.
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Figure 1. Overview of our approach.

3.1. TEXT ANALYSIS

The already existing NLP tool we used is a Sentence and Chunk Boundaries
Detector (SCBD) able to analyze unrestricted Modern Greek text (Stamatatos et
al., 2000). In more detail, this tool performs the following tasks:

• It detects the sentence boundaries in unrestricted text based on a set of
automatically extracted disambiguation rules (Stamatatos et al., 1999b). The
punctuation marks considered as potential sentence boundaries are: period,
exclamation point, question mark, and ellipsis.

• It detects the chunk boundaries (i.e., non-overlapping intrasentencial phrases)
within a sentence based on a set of keywords (i.e., closed-class words such
as articles, prepositions, etc.) and common word suffixes taking advantage
of the linguistic properties of Modern Greek (e.g., quasi-free word order,
highly inflectional). Initially, a set of morphological descriptions is assigned
to each word of the sentence not included in the keyword lexicon according
to its suffix. If a word suffix does not match any of the stored suffixes
then no morphological description is assigned. Such non-matching words
are marked as special ones but they are not ignored in subsequent analysis.
Then, multiple-pass parsing is performed (i.e., five passes). Each parsing pass
analyzes a part of the sentence, based on the results of the previous passes, and
the remaining part is kept for the subsequent passes. In general, the first passes
try to detect simple cases that are easily recognizable, while the last passes
deal with more complicated ones. Cases that are not covered by the disambig-
uation rules remain unanalyzed. The detected chunks may be noun phrases
(NPs), prepositional phrases (PPs), verb phrases (VPs), and adverbial phrases
(ADVPs). In addition, two chunks are usually connected by a sequence of
conjunctions (CONs).



198 E. STAMATATOS ET AL.

Figure 2. Analysis of a sample text by the SCBD tool.

SCBD can cope rapidly with any piece of text, even ill-formed, and has been
tested on an approximately 200,000 word corpus composed of journalistic text
achieving 99.4% accuracy for sentence boundary detection as well as roughly 90%
and 95%recall andprecisionresults respectively for chunk boundary detection. An
analysis example of a sample text is shown in Figure 2 (notice that non-matching
words are marked with an asterisk and sentence boundaries are marked with a#). In
order to allow the reader to understand the syntactic complexities a rough English
translation is also provided.
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3.2. STYLOMETRIC LEVELS

The style markers presented in this section try to exploit the output of SCBD
and capture the useful stylistic information in any possible way. Towards this end
we defined three stylometric levels. The first two levels dealing with the output
produced by the SCBD, are:

• Token-level: The input text is considered as a sequence of tokens grouped in
sentences. This level is based on the output of the sentence boundary detector.
There are three such style markers:
Code Description
M01 detected sentences/words
M02 punctuation marks/words
M03 detected sentences/ potential sentence boundaries

Detected sentencesare the sentence boundaries found by SCBD whilewords
is the number of word-tokens that compose the text. Sentence-length is a tradi-
tional and well-studied measure in authorship attribution studies and the use of
punctuation is a very important characteristic of the personal style of an author.
Moreover, regarding M03, any period, exclamation mark, question mark, and
ellipsis is considered as potential sentence boundary. However, not all of them are
actual sentence boundaries (e.g., a period may be included in a abbreviations). This
marker is a strong stylistic indicator and is used here for first time.

• Phrase-level: The input text is considered as a sequence of phrases (i.e.,
chunks). Each phrase contains at least one word. This level is based on the
output of the chunk boundary detector. There are ten such style markers:
Code Description
M04 detected NPs/total detected chunks
M05 detected VPs/total detected chunks
M06 detected ADVPs/ total detected chunks
M07 detected PPs/total detected chunks
M08 detected CONs/total detected chunks
M09 words included in NPs/detected NPs
M10 words included in VPs/detected VPs
M11 words included in ADVPs/detected ADVPs
M12 words included in PPs/detected PPs
M13 words included in CONs/detected CONs

M04 to M08 are merely calculated by measuring the number of detected chunks
of each category (i.e., NPs, PPs, etc.) as well as the total number of detected
chunks. Moreover, the calculation of M09 to M13 requires the additional simple
measure of the number of word-tokens that are included in chunk brackets for
each category. Phrase-level markers are indicators of various stylistic aspects (e.g.,
syntactic complexity, formality, etc.).



200 E. STAMATATOS ET AL.

Since SCBD is an automated text-processing tool, the style markers of the above
levels are measured approximately. Depending on the complexity of the text in
question the provided measures may vary from the real values which can only be
measured manually. In order to face this problem we defined a third level of style
markers:

• Analysis-level: It comprises style markers that represent the way in which the
input text has been analyzed by SCBD. These markers are an alternative way
of capturing the stylistic information that cannot be represented reliably by
the two previous levels. There are 9 such style markers:
Code Description
M14 detected keywords/words. The number of the word-tokens found in the

text that match an entry of the keyword lexicon is divided by the total
word-tokens that compose the text.

M15 non-matching words/words. The number of the word-tokens that do not
match any entry of either the keyword or the suffix lexicon is divided
by the total word-tokens that compose the text.

M16 words’ morphological descriptions/words. This marker requires the
calculation of the number of the total morphological descriptions
assigned to each word-token either by the keyword or the suffix lexicon.

M17 chunks’ morphological descriptions/total detected chunks. During the
construction of a chunk, the morphological descriptions of the word-
tokens that compose it are matched in order to form the morphological
descriptions of the chunk. This marker requires the calculation of the
total morphological descriptions of all the detected chunks.

M18 words remaining unanalyzed after pass 1/words. The number of the
word-tokens not included in any chunk brackets after the application of
the first parsing pass is divided by the total number of the word-tokens
that compose the text.

M19 words remaining unanalyzed after pass 2/words. Same as above for the
second parsing pass.

M20 words remaining unanalyzed after pass 3/wordsSame as above for the
third parsing pass.

M21 words remaining unanalyzed after pass 4/words. Same as above for the
fourth parsing pass.

M22 words remaining unanalyzed after pass 5/words. Same as above for the
fifth parsing pass.

M14 is an alternative measure of the percentage of common words (i.e.,
keywords) while M15 indicates the percentage of rare or foreign words in the
input text. M16 is useful for representing the morphological ambiguity of the
words and M17 indicates the degree in which this ambiguity has been resolved.
Finally markers M18 to M22 indicate the syntactic complexity of the text. Since
the first parsing passes analyze the most common cases, it is easy to understand
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Table I. Values of the style markers for the sample text.

Code Value Code Value Code Value Code Value

M01 0.03 (2/66) M07 0.29 (7/24) M13 1.00 (3/3) M19 0.20 (13/66)

M02 0.08 (5/66) M08 0.12 (3/24) M14 0.54 (36/66) M20 0.20 (13/66)

M03 0.50 (2/4) M09 2.75 (22/8) M15 0.05 (3/66) M21 0.05 (3/66)

M04 0.33 (8/24) M10 2.17 (13/6) M16 1.62 (107/66) M22 0.05 (3/66)

M05 0.25 (6/24) M11 0.00 M17 1.83 (44/24)

M06 0.00 (0/24) M12 3.43 (24/7) M18 0.29 (19/66)

that a great part of a syntactically complicated text would not be analyzed by them
(e.g., great values of M18, M19, and M20 in conjunction with low values of M21
and M22).

As can been seen each style marker is a ratio of two relevant measures. This
approach was followed in order to achieve as text-length independent style markers
as possible. Moreover, no distributional lexical measures are used. Rather, in the
proposed style markers the word-token is merely used as counting unit. In order
to illustrate the calculation of the proposed measures, we give the values of the
complete set of style markers for the sample text of the Figure 2 in Table I.

The above analysis-level style markers can be calculated only when this
particular computational tool (i.e., SCBD) is utilized. However, SCBD is a general-
purpose tool and was not designed for providing stylistic information exclusively.
Thus, any natural language processing tool (e.g., part-of-speech taggers, parsers,
etc.) can provide similar measures. The appropriate analysis-level style markers
have to be defined according to the methodology used by the tool in order to
analyze the text. For example, some similar measures have been used in stylistic
experiments in information retrieval on the basis of a robust parser built for inform-
ation retrieval purposes (Strzalkowski, 1994). This parser produces trees in order
to represent the structure of the sentences that compose the text. However, it is set
to surrender attempts to parse clauses after reaching a timeout threshold. When the
parser skips, it notes that in the parse tree. The measures proposed by Karlgren as
indicators of clausal complexity are the average parse tree depth and the number
of parser skips per sentence (Karlgren, 1999), which are analysis-level style
markers.

It is worth noting that we do not claim that the proposed set of style markers
is the optimal one. It could be possible, for example, to split M02 into separate
measures such as periods per words, commas per words, colons per words, etc. In
this paper our goal is to show how existing NLP tools can be used in authorship
attribution studies and, moreover, to prove that an appropriately defined set of such
style markers performs better than the traditional lexically-based measures.
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3.3. CLASSIFICATION

The classification of the style marker vectors into the most likely author is
performed usingdiscriminant analysis. This methodology of multivariate statistics
takes some training data, in other words a set of cases (i.e., style marker vectors)
precategorized into naturally occurring groups (i.e., authors) and extracts a set of
discriminant functionsthat distinguish the groups. The mathematical objective of
discriminant analysis is to weight and linearly combine the discriminating variables
(i.e., style markers) in some way so that the groups are forced to be as statistically
distinct as possible (Eisenbeis and Avery, 1972). The optimal discriminant func-
tion, therefore, is assumed to be a linear function of the variables, and is determined
by maximizing the between group variance while minimizing the within group
variance using the training sample.

Then, discriminant analysis can be used for predicting the group membership
of previously unseen cases (i.e., test data). There are multiple methods of actually
classifying cases in discriminant analysis. The simplest method is based on the
classification functions. There are as many classification functions as there are
groups and each function allows us to compute classification scores for each case
by applying the formula:

Si = ci + wi1X1+ wi2X2+ . . .+ winXn
wherex1, x2, . . . , andxn are the observed values of the independent variables (i.e.,
the style markers values) whilewi1, wi2, . . . , andwin are the corresponding weights
of those variables andci is a constant for thei-th group.Si is the resultant classific-
ation score. Given the measures of the variables of a case, the classification scores
are computed and the group with the highest score is selected.

However, in the experiments described in the next section we used a slightly
more complicated classification method that is based onMahalonobisdistance
(i.e., a measure of distance between two points in the space defined by multiple
correlated variables). Firstly, for each group the location of thecentroids, i.e., the
points that represent the means for all variables in the multivariate space defined
by the independent variables, is determined. Then, for each case the Mahalanobis
distances from each of the group centroids are computed and the case is classi-
fied into the group with the closest one. Using this classification method we can
also derive the probability that a case belongs to a particular group (i.e.,posterior
probabilities), which is roughly proportional to the Mahalanobis distance from that
group centroid.

4. Experiments

4.1. CORPUS

The corpus used in this study comprises texts downloaded from the website1 of the
Modern Greek weekly newspaper entitledTO BHMA (the tribune). We selected
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Table II. The structure of the Modern Greek weekly newspaperTO BHMA.

Section Title (translation) Description

Code

A TO BHMA (the tribune) Editorials, diaries, reportage,

politics, international affairs,

sport reviews

B NEE6 E5OXE6 (new ages) Cultural supplement

C TO A33O BHMA (the other tribune) Review magazine

D ANA5TY4H (development) Business, finance

E H1PAXMH 6A6 (your money) Personal finance

I EI1IKH EK1O6H (special issue) Issue of the week

S BIB3IA (books) Book review supplement

Z TEXNE6 KAI KA 33ITEXNE6 (arts and artists) Art review supplement

T TA4I1IA (travels) Travels supplement

this particular newspaper since its website contains a wide variety of full-length
articles and it is divided in specialized supplements. In more detail, this newspaper
is composed of nine parts as it is shown in Table II. We chose to collect texts from
the supplement B which includes essays on science, culture, history, etc. for three
reasons:

• In such writings the idiosyncratic style of the author is not likely to be
overshadowed by the characteristics of the corresponding text-genre.

• In general, the texts of the supplement B are written by scholars, writers, etc.,
rather than journalists.

• Finally, there is a closed set of authors that regularly contribute to this supple-
ment. The collection of a considerable amount of texts by each author was,
therefore, possible.

We selected 10 authors from the above set without taking any special criteria
into account. Then, 30 texts of each author were downloaded from the website
of the newspaper as shown in Table III. No manual text preprocessing nor text
sampling was performed aside from removing unnecessary headings irrelevant to
the text itself. All the downloaded texts were taken from issues published from
1997 till early 1999 in order to minimize the potential change of the personal
style of an author over time. The last column of this table refers to the thematic
area of the majority of the writings of each author. Notice that this information
was not taken into account during the construction of the corpus. A subset of this
corpus was used in the experiments of (Stamatatos et al., 1999a). Particularly, the
presented corpus contains ten additional texts for each author.
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Table III. The corpus consisting of texts taken from the weekly newspaperTO BHMA.

Average
Code Author name Texts Total words text-length Thematic area

(in words)

A01 S. Alachiotis 30 30,137 1,005 Biology

A02 G. Babiniotis 30 34,747 1,158 Linguistics

A03 G. Dertilis 30 26,823 894 History, society

A04 C. Kiosse 30 50,670 1,689 Archeology

A05 A. Liakos 30 37,692 1,256 History, society

A06 D. Maronitis 30 17,166 572 Culture, society

A07 M. Ploritis 30 34,980 1,166 Culture, history

A08 T. Tasios 30 30,587 1,020 Technology, society

A09 K. Tsoukalas 30 41,389 1,380 International affairs

A10 G. Vokos 30 29,553 985 Philosophy

TOTAL 300 333,744 1,112

Figure 3. Text-length distribution in the corpus used in this study.

As can be seen, the text-length varies according to the author. There are three
authors with average text-length shorter than 1,000 words (i.e., A03, A06, A10).
The longest average text-length (i.e., of A04) is three times bigger than the shortest
one (i.e., A06). Figure 3 presents the distribution of the corpus according to the
text-length. Approximatelly 50% of the texts (i.e., 146 of 300) have a text-length
shorter than 1,000 words.
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Table IV. The fifty most frequent words of the training corpus in alphabetical order.

This corpus was divided into a training and a test corpus consisting of 20 and
10 texts respectively. The test corpus is the same one used in (Stamatatos et al.,
1999a).

4.2. BASELINE

In order to set a baseline for the evaluation of the proposed method we decided
to implement also a lexically-based approach. As aforementioned the two state-
of-the-art methodologies in authorship attribution are the multivariate vocabulary
richness analysis and the frequency of occurrence of the most frequent words.

The former approach is based on functions such as the Yule’sK, the Honore’s
R, etc. in order to represent the diversity of the vocabulary used by the author.
Several functions have been proved to be quite stable over text-length. However,
the majority of them are quite unstable for text-length smaller than 1,000 words.
Therefore, a method based on multivariate vocabulary richness analysis cannot
be applied to our corpus since approximately 50% of the texts have a text-length
smaller than 1,000 words (see Figure 3).

The latter approach has been applied to a wide variety of authors achieving
remarkable results. It is based on frequencies of occurrence of the most frequent
function words (typically sets of thirty or fifty most frequent words).

Initially, the fifty most frequent words in the training corpus were extracted.
These words are presented in Table IV. No proper names are included in this
list. We, then, performed discriminant analysis on the frequencies of occurrence
of these words normalized by the text-length in the training corpus. The acquired
classification models were, then, cross-validated on the test corpus. The confusion
matrix of this experiment is shown in Table V.
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Table V. The confusion matrix of the lexically-based approach (i.e., 50 style markers).

Actual Guess

A01 A02 A03 A04 A05 A06 A07 A08 A09 A10 Error

A01 5 1 1 1 0 0 0 0 0 2 0.5

A02 1 8 0 1 0 0 0 0 0 0 0.2

A03 0 1 3 2 0 1 0 0 2 1 0.7

A04 0 0 0 10 0 0 0 0 0 0 0.0

A05 0 0 0 0 9 0 0 0 0 1 0.1

A06 2 0 1 1 0 5 1 0 0 0 0.5

A07 0 0 0 0 0 0 10 0 0 0 0.0

A08 0 1 0 0 0 0 0 9 0 0 0.1

A09 1 0 0 2 0 0 0 0 7 0 0.3

A10 0 0 0 0 0 0 1 0 1 8 0.2

Average 0.26

Figure 4. Classification accuracy for different sets of the most frequent words.

Each row contains the classification of the ten test texts of the corresponding
author. The diagonal contains the correct classification. The lexically-based
approach achieved 74% average accuracy. Approximately 65% of the averageiden-
tification error (i.e., erroneously classified texts/total texts) corresponds to authors
A01, A03, and A06 which have very short average text-length (see Table III).

Notice that the fifty most frequent words make up about 40% of all the tokens
in the training corpus while one hundred most frequent words make up about
45%. In order to examine the degree to which the accuracy depends on the length
of the set of the most frequent words, we performed the same experiment for
different sets ranging from 10 to 100 most frequent words. The results are given in
Figure 4. The best accuracy (77%) was achieved by using the sixty most frequent
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Table VI. The confusion matrix of our approach (i.e., 22 style markers).

Actual Guess

01 A02 A03 A04 A05 A06 A07 A08 A09 A10 Error

A01 6 0 0 3 0 0 0 0 0 1 0.4

A02 1 9 0 0 0 0 0 0 0 0 0.1

A03 2 0 4 0 1 0 0 2 1 0 0.6

A04 0 0 0 10 0 0 0 0 0 0 0.0

A05 0 0 0 0 10 0 0 0 0 0 0.0

A06 1 0 0 0 1 7 0 0 0 1 0.3

A07 0 0 0 0 0 0 10 0 0 0 0.0

A08 0 0 0 0 0 0 0 10 0 0 0.0

A09 0 0 2 0 0 0 0 0 8 0 0.2

A10 1 0 0 0 0 0 0 0 2 7 0.3

Average 0.19

words. In general, the performance is not improved linearly by taking into account
more words. According to our opinion, this is due to the training data overfitting
of the classification model. Therefore, the more most frequent words taken into
account (beyond a certain threshold), the less likely the achievement of reliable
classification results in unseen cases.

4.3. PERFORMANCE

SCBD was used in order to analyze automatically both the training and test corpus
and provide the vector of the 22 style markers for each text. In order to extract the
classification models we performed discriminant analysis on the training corpus.
The acquired models were, then tested on the test corpus. The results of that cross-
validation procedure (i.e., the application of the classification procedure to unseen
cases) are presented in the confusion matrix of Table VI. An average accuracy of
81% was achieved, which is 7% higher than that of the lexically-based approach.
As in the case of this approach, the authors A01, A03, and A06 are responsible for
approximately 65% of the average identification error.

We also performed a similar experiment combining our approach and the
lexically-based one by using 72 style markers (i.e., the 50 most frequent word
frequencies of occurrence plus our set of 22 style markers). Discriminant analysis
was applied to the training corpus. The classification of the test corpus based on
the models acquired by that training procedure is shown in Table VII. As can been
seen this approach performs even better, i.e., it achieves an average accuracy of
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Table VII. The confusion matrix of the combined approach (i.e., 72 style markers).

Actual Guess

A01 A02 A03 A04 A05 A06 A07 A08 A09 A10 Error

A01 6 0 1 3 0 0 0 0 0 0 0.4

A02 0 10 0 0 0 0 0 0 0 0 0.0

A03 0 1 6 1 1 1 0 0 0 0 0.4

A04 0 0 0 10 0 0 0 0 0 0 0.0

A05 0 0 0 0 10 0 0 0 0 0 0.0

A06 0 0 0 1 0 7 0 0 2 0 0.3

A07 0 0 0 0 0 0 10 0 0 0 0.0

A08 0 0 0 0 0 0 1 9 0 0 0.1

A09 0 0 0 0 0 0 0 0 10 0 0.0

A10 0 0 1 0 0 0 0 0 0 9 0.1

Average 0.13

87%, while the authors A01, A03, and A06 are responsible for approximately 85%
of the average identification error.

These results show a strong dependency of the classification accuracy on the
text-length. It seems that a text-length shorter than 1,000 words is not adequate
for representing sufficiently the characteristics of the idiosyncratic style of an
author by using either lexical measures, the presented set of style markers, or a
combination of them.

4.4. TRAINING DATA SIZE

We conducted experiments with different sizes of the training data. In more
detail, we trained our system using as training data subsets of the initial training
corpus (i.e., 10 to 20 texts per author). Similar experiments were performed for
both the lexically-based approach and the combination of the two approaches.
The classification accuracy as a function of the training data size is presented in
Figure 5.

The same training texts were used in all the three cases. Moreover, the test
corpus was always the one used in the previously presented experiments (i.e., ten
texts per author). In general, the accuracy was improved by increasing the training
data. However, this improvement is not linear. Our approach presents the most
stable performance since there are no significant differences between adjacent text
measures. On the other hand, the lexically-based approach is quite unstable. For
instance, using 15 texts per author the accuracy is practically the same as by using
10 texts per author. In general, our approach is more accurate than the lexical one
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Figure 5. Classification accuracy for different sizes of training data.

(aside from two cases, i.e., 16 and 17 texts per author). The combined methodology
is less accurate than the other two for training data smaller than 14 text per author.
However, the results of the latter approach are quite satisfying when using more
than 14 training texts per author.

Notice that Biber (1990, 1993) has shown that ten texts are adequate for repres-
enting the core linguistic features of a stylistic category. It has also to be underlined
that in many cases there is only a limited number of texts available for training. As
can been seen in Figure 5, our approach performs better than the other two using
10 texts per author as training corpus (i.e., 70% classification accuracy).

4.5. SIGNIFICANCE TEST

As aforementioned the proposed set of style markers is composed of three levels
(i.e., token-level, phrase-level, and analysis-level). In order to illustrate the signi-
ficance of each one of the proposed stylometric levels, the following experiment
was conducted. We applied discriminant analysis to the entire training corpus (i.e.,
20 texts per author) based on only one level per time. The obtained models were,
then, used for classifying the test corpus. The results are shown in Figure 6. The
classification accuracy achieved by the previous models (i.e., three-level approach,
lexically-based approach, and combination of them) are also shown in that figure.

The most important stylometric level is the token-level since it managed to
correctly classify 61 texts based on only 3 style markers. On the other hand,
the phrase-level style markers managed to correctly classify 50 texts while the
analysis-level ones identified correctly the authorship of 55 texts. It seems,
therefore, that the analysis-level measures, which provide an alternative way of
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Figure 6. Classification accuracy of the tested models.

capturing the stylistic information, are more reliable than the measures related to
the actual output of the SCBD (i.e., phrase-level markers).

In order to illustrate the disciminatory potential of any particular style marker,
we performed analysis of variance (aka ANOVA). Specifically, ANOVA tests
whether there are statistically significant differences among the authors with
respect to the measured values of a particular marker. The results of the ANOVA
tests are given in Table VIII. TheF andr2 values are indicators of importance. The
greater theF value the more important the style marker. Moreover,r2 measures
the percentage of the variance among style marker values that can be predicted by
knowing the author of the text.

As can been seen, the style markers M02, M03, M04, M07, M14, M17, M19,
and M20 are the most significant as well as the best predictors of differences
among the specific authors, since they haver2 values greater than 50%. On the
other hand, M08, M11, M12, M13, M21, and M22 are the less significant style
markers, withr2 values smaller than 20%. By excluding the latter style markers
from the classification model (i.e., taking into account only the rest 16) an accuracy
of 80% is achieved, i.e., slightly lower than taking all the proposed style markers
into account. Hoewever, it has to be underlined that the presented ANOVA tests
are valid only for that particular group of authors. Thus, a style marker that has
been proved to be insignificant as regards a certain group of authors may be highly
important considering a different group of authors.

Finally, the calculation of the averager2 values for each stylometric level
verifies the results of the Figure 6. Indeed, the averager2 values of the token-
level, phrase-level, and analysis-level style markers are 59.1%, 27.1%, and 41.7
respectively.
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Table VIII. ANOVA tests for each style marker (p< 0,0001).

Style marker F r2(%)

M01 26.5 45.2

M02 89.8 73.6

M03 45.2 58.4

M04 48.5 60.0

M05 14.4 30.8

M06 18.6 36.5

M07 35.9 52.7

M08 7.2 18.3

M09 9.5 22.3

M10 12.6 28.2

M11 2.3 6.8

M12 4.3 11.7

M13 3.3 9.3

M14 47.2 59.5

M15 25.6 44.3

M16 16.3 33.6

M17 34.5 51.7

M18 30.5 48.6

M19 33.9 51.3

M20 40.0 55.4

M21 5.9 15.5

M22 6.1 15.6

5. Discussion

We presented an approach to authorship attribution dealing with unrestricted
Modern Greek texts. In contrast to other authorship attribution studies, we excluded
any distributional lexical measure. Instead, a set of style markers was adapted to the
automatic analysis of text by the SCBD tool. Any measure relevant to this analysis
that could capture stylistic information was taken into account.

So far, the recent advances in NLP did not influence the authorship attribution
studies since computers are used only for providing simple counts very fast. Real
NLP is avoided despite the fact that various tools providing quite accurate results
are nowadays available, at least at the syntactic level, covering a wide variety of
natural languages. Just to name a few of them, Dermatas and Kokkinakis (1995)
describe several accurate stochastic part-of-speech taggers for seven European
languages. A language-independent trainable part-of-speech tagger proposed by
Brill (1995) has been incorporated into many applications. Moreover, the systems
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SATZ (Palmer and Hearst, 1997) and SuperTagger (Srinivas and Joshi, 1999) offer
reliable solutions for detecting sentence boundaries and performing partial parsing,
respectively. In this paper our goal was to show how existing NLP tools could
be used for providing stylistic information. Notice that SCBD was not designed
specifically to be used for attributing authorship. Towards this end, we introduced
the notion of analysis-level measures, i.e., measures relevant to the particular
method used by the NLP tool in order to analyze the text. The more carefully
selected analysis-level measures are defined, the more useful stylistic information
is extracted.

Among the three proposed stylometric levels, the token-level measures have
been proved to be the most reliable discriminating factor. The calculation of these
measures using SCBD is more accurate than the corresponding calculation of the
phrase-level measures. Moreover, the analysis-level measures are more reliable
than the phrase-level ones and play an important role in capturing the stylistic
characteristics of the author.

Our methodology is fully-automated requiring no manual text pre-processing.
However, we believe that the development of automatic text sampling tools which
are able to detect the most representative parts of the text (i.e., the parts where
the stylistic properties of the author is more likely to distinguish) can considerably
enhance the performance. The text-length is a very crucial factor. Particularly, it
seems that texts with less than 1,000 words are less likely to be correctly classi-
fied. On the other hand, such a lower bound cannot be applied in many cases. For
example, half of the texts that compose the corpus used in this study do not fulfill
this restriction.

All the presented experiments were based on unrestricted text downloaded from
the Internet and a randomly-chosen group of authors. The proposed approach
achieved higher accuracy than the lexically-based methodology introduced by
Burrows (1987, 1992) that is based on the frequencies of occurrence of the fifty
most frequent words. Moreover, our technique seems to be more robust for limited
size of training data. However, the combination of these two approaches is the
most accurate solution and can be used for reliable text categorization in terms
of authorship. The presented methodology can also be used inauthor verification
tasks, i.e., the verification of the hypothesis whether or not a given person is the
author of the text under study (Stamatatos et al., 1999a).

The statistical technique of discriminant analysis was used as disambiguation
procedure. The classification is very fast since it is based on the calculation
of simple linear functions. Moreover, the training procedure does not require
excessive computational and time cost and can be easily incorporated into a
real-time application. However, we believe that a more complicated discrimination-
classification technique (e.g., neural networks) could be applied to this problem
with remarkable results.

Much else remains to be done as regards the explanation of the differences
and the similarities between the authors. The presented methodology lacks any
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underlying linguistic theory since it is based on statistical measures. Thus, the
interpretation of the statistical data (e.g., loadings of discriminant functions) would
inevitably require subjective assumptions. Moreover, in case of texts written by
more than one author, techniques that explore style variation within a single text
have to be developed. We believe that the proposed approach can be used towards
this end.

Note
1 http://tovima.dolnet.gr
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Another Perspective on Vocabulary Richness
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Abstract. This article examines the usefulness of vocabulary richness for authorship attribution
and tests the assumption that appropriate measures of vocabulary richness can capture an author’s
distinctive style or identity. After briefly discussing perceived and actual vocabulary richness, I show
that doubling and combining texts affects some measures in computationally predictable but concep-
tually surprising ways. I discuss some theoretical and empirical problems with some measures and
develop simple methods to test how well vocabulary richness distinguishes texts by different authors.
These methods show that vocabulary richness is ineffective for large groups of texts because of the
extreme variability within and among them. I conclude that vocabulary richness is of marginal value
in stylistic and authorship studies because the basic assumption that it constitutes a wordprint for
authors is false.

Key words: authorship attribution, lexical statistics, stylistics, vocabulary richness

1. Introduction

There has been considerable interest in recent years in the application of statis-
tical techniques to literary texts, particularly in the area of authorship attribution.
Although my own interest is not primarily in authorship, but rather in stylistic
analysis, authorship attribution and stylistics share an interest in the size, coher-
ence, and distribution of the vocabularies of texts and authors. Here I will focus
primarily on measures of vocabulary richness and their potential usefulness in
both spheres. If measures of vocabulary richness can reliably attribute texts to their
authors, they may be of use in characterizing the styles of those authors; conversely,
if they cannot do so, they are unlikely to be of any significant value in studies of
style.1

Authors clearly differ in the sizes and structures of their vocabularies – some
have large vocabularies and use many relatively infrequent words and others have
smaller vocabularies and use many more frequent words. This has led to the
reasonable assumption, often unstated, that vocabulary richness or concentration
provides a kind of authorial wordprint that can distinguish authors from each other,
an assumption made more reasonable by the unlikelihood that authors regularly
control the richness of their vocabularies in a deliberate or conscious way. Word use
that is not consciously controlled is likely to be automatic, habitual, and consistent.
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The most obvious and basic measures of vocabulary richness are the number
of different word types that a text contains and the closely related type/token
ratio. Unfortunately, these measures depend, to a great extent, on the length of
the text. Other simple measures of vocabulary richness are the number of hapax
legomena (words occurring exactly once) and the number of dis legomena (words
occurring exactly twice). Various mathematical transformations of the vocabulary
size or type/token ratio, some of which will be discussed further below, have also
been proposed. Still other measures of vocabulary richness reflect the randomness
of a text; for example, by considering the probability of randomly drawing two
identical tokens from it.2 Whatever the methods of calculation, however, all of the
proposed measures share the basic assumption that authors differ systematically
in the richness of their vocabularies, and that the appropriate measure can capture
something distinctive about the style of an author.

I test this basic assumption below. First I examine the relationship between
perceived and actual vocabulary richness. Then, by examining the effects of
doubling and combining texts, I demonstrate that some measures of vocabulary
richness react in ways that are computationally predictable but seem peculiar and
surprising from a common sense view of vocabulary richness and authorial style.
After discussing some theoretical and empirical problems with some measures,
I develop simple methods of testing their effectiveness in distinguishing texts by
different authors and clustering texts by the same author. These simple methods
allow for a broader examination of some relatively large groups of texts that shows
that measures of vocabulary richness are very ineffective for such groups of texts
because of the extreme variability in vocabulary richness both within and among
texts. I conclude by arguing that the basic assumption that vocabulary richness
constitutes a wordprint that can distinguish authors from each other is false, that
measures of vocabulary richness are much less reliable and much less useful in
distinguishing authors from each other than has been thought, and that they can be
of only marginal value in stylistic and authorship studies.

2. Perceptions of Vocabulary Richness

Although a single measure of vocabulary richness that can characterize an author
or text is an attractive idea, readers’ perceptions about vocabulary richness are not
necessarily accurate. For example, consider the following twelve texts: Faulkner,
Light in August; James, The Ambassadors; Wilde, The Picture of Dorian Gray;
Doyle, The Return of Sherlock Holmes; Stoker, Dracula; Woolf, To the Light-
house; Chopin, The Awakening; Cather, My Antonia; Wells, The War of the
Worlds; Kipling, Kim; London, The Seawolf; Lewis, Main Street. Readers will have
different perceptions of the vocabulary richness of these texts, but very few will
realize that they are listed in order of increasing vocabulary – here represented by
the number of different types in the first 50,000 words, as shown in Figure 1.
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Figure 1. Vocabulary richness in twelve authors

In spite of a common perception that Faulkner and James have large vocab-
ularies (perhaps because they seem “difficult”), the number of types in the first
50,000-word section is less than 4,500 for Light in August, less than 5,500 for The
Ambassadors, but more than 8,300 for Main Street.3 However, the mere failure of
texts to have the sizes of vocabularies that readers might predict does not prove that
vocabulary size does not reasonably characterize those texts.

3. Text Doubling and Combining and Vocabulary Richness

More problematic than the inaccuracy of readers’ judgments about vocabulary rich-
ness are some peculiar effects that arise from the methods of calculation of some
of the measures. Thoiron (1986) examines Simpson’s Diversity, the probability of
drawing two identical words from a text, and entropy, a measure of the disorder
or randomness of a text.4 Both measures, as Thoiron points out, are transparently
related to intuitive concepts of vocabulary richness: the less probable it is that a
pair of identical words will be drawn from a text, the richer the vocabulary; the
more random or disordered a text, the richer the vocabulary (pp. 198–199). In spite
of their clear conceptual interpretation, however, both measures, Thoiron argues,
are flawed. He first shows that, if the total vocabulary of a text is kept constant,
adding additional tokens of words that are already frequent in it causes Diversity
to increase (increases the probability that any two words selected at random will
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be the same), marking the text as less rich, as one might expect. (This measure
seems oddly named, since the higher the Diversity, the less diverse the text.)
However, adding more tokens of infrequent words (turning hapax legomena into
dis legomena, for example) makes the text richer. And this second effect, Thoiron
quite reasonably argues, is counterintuitive, because it means that “a text T′, which
is made up of a text T to which have been added some of its own constitutive
elements, is richer than T” (p. 199).

Thoiron then shows that entropy also fails to react to textual modification as one
might expect. When he successively adds short sections of a text to itself, contrary
to expectation, the increasingly repetitive text does not show a gradual decrease in
entropy, but rather “a more-or-less sinusoidal movement” (p. 200). Indeed, rather
surprisingly, adding a text to itself (any number of times) has no effect at all on
entropy, which is supposed to reflect vocabulary richness by measuring the disorder
or randomness of the text. Thoiron rightly finds this troubling, asking, “Can one
not consider as lexically poorer a text T′ which is merely made up of the repetition
(twice or more) of every single item occurring in T?” (p. 200).

One might argue that a measure that attempts to capture an authorial wordprint
should not react to text doubling. The added text is manifestly in the author’s style,
after all, and one would hope that adding more text that is statistically identical
would not affect the vocabulary richness of a text. From a practical, common sense
point of view, however, the presence of repeated passages that are identical in
content in a literary text would surely be unusual, and would surely be seen as
affecting its style. Furthermore, note that doubling the first half of a novel produces
a text that is radically different from the original whole novel in vocabulary rich-
ness: the doubled text displays a much smaller vocabulary than the original novel
because the second half of the novel adds a large number of new types.

Thoiron’s experiments show that neither diversity nor entropy responds as one
might intuitively expect to textual modifications that make the texts more repetitive,
but a word of caution seems in order. His first experiment alters the ratio of hapax
legomena to dis legomena, a measure that has itself been proposed as a stylistic
marker. His second experiment produces a text with two identical halves. This
eliminates all hapax legomena, thus producing a text so statistically bizarre as to be
unprecedented: normally, roughly half of the types in a novel are hapax legomena.
This possibility is so remote, in fact, that TACT (Version 2.1, Centre for Computing
in the Humanities, University of Toronto) not unreasonably gives false statistics for
such texts, reporting figures for hapax legomena and dis legomena that are actually
figures for dis legomena and words occurring four times.

Taking Thoiron’s experiment a step farther – by comparing the results of doub-
ling a single text with the results of combining two texts – is instructive. For this
experiment, I have selected 50,000-word sections of Woolf’s To the Lighthouse,
Lawrence’s Sons and Lovers, James’s The Ambassadors and The Europeans, and
Lewis’s Main Street, analyzing and combining them as displayed in Table I.
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Thoiron’s point about the identity of entropy for texts and their doubles is actu-
ally more general than he indicates. As the first six rows of Table I show, TACT’s
figures for Herdan’s Vm, word length, skewness, Kurtosis, and the repeat rate of the
most frequent word (almost invariably the), all of which have been used as markers
of style, are identical for texts and their doubles, and those for Yule’s K are nearly
identical.5 It is surprising that measures intended to capture aspects of authorial
style are completely insensitive to a transformation that intuitively seems to alter
the style of the text. Other measures, such as Zipf’s Z, the Carroll TTR, and Sichel’s
S, are altered, sometimes radically, by these transformations.6

Row seven of Table I shows that combining two texts by different authors but
with very similar numbers of types, hapax legomena, and dis legomena produces
very different results: for obvious reasons, the number of types in the combined text
is much greater than for either of the doubled texts. The number of hapax legomena
in the combined text is also much greater than the number of dis legomena in the
doubled texts (the hapax legomena of the original texts become dis legomena in
the doubled texts). Although the figures for a combination of Sons and Lovers and
To the Lighthouse are much higher than for either novel doubled, the figures for
the first two sections of Main Street show that a single novel with an exceptionally
large vocabulary can produce even higher figures. This suggests a negative answer
to a question that Holmes and Forsyth consider in their discussion of the Federalist
Papers: “whether collaborative texts are always richer in vocabulary than texts from
separate contributors” (1995, p. 117). If a text in an authorship attribution study
has a substantially richer vocabulary than is found in the texts written by any of the
claimants, joint authorship is clearly a strong possibility, but it assumes that authors
are consistent in vocabulary richness. As we will see, however, this assumption
cannot safely be made.

The last two rows of Table I show the results of combining sections of novels by
one author that are similar in vocabulary richness. The vocabulary of a text formed
by combining two sections is always smaller than the sum of the vocabularies
of the sections because many words occur in both sections. The vocabulary of
combined sections of The Ambassadors, for example, is only about 71% of the
summed vocabularies of the sections, and the vocabulary of combined sections of
The Ambassadors and The Europeans is about 76% of the summed vocabularies.
The figure for combined sections of Main Street is about 75% and for combined
sections of Sons and Lovers and To the Lighthouse is about 78%. A quick check of
eighteen examples of combined sections of a single novel range from about 71% to
76% of the summed vocabularies, and ten examples of combined sections of novels
by different authors range from about 76% to 81%. It is hardly surprising that
combined sections of novels by different authors retain more of the summed vocab-
ulary than do combined sections of the same novel. What seems more surprising is
that it makes so little difference whether or not the two sections that are combined
are parts of the same larger text, and whether or not they were written by the same
author. One could choose novels in such a way as to maximize or minimize the
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combined vocabulary, of course, but the vocabularies of two texts (or two sections
of the same text) by a single author are clearly very different.7 This result may
seem rather counterintuitive, but it is actually predictable from the large proportion
of hapax legomena in texts. That is, since about half the types in any of these
sections appear only once, combining any two sections will greatly increase the
total vocabulary, regardless of the source of the sections.

4. Theoretical and Empirical Problems with Some Measures of Vocabulary
Richness

In “How Variable May a Constant be? Measures of Lexical Richness in
Perspective,” Fiona J. Tweedie and R. Harald Baayen (1998) examine proposed
measures of vocabulary richness. Since Yule’s ground-breaking study in 1944,
many constants have been proposed in an attempt to find one that is not affected by
text length.8 As Tweedie and Baayen note, it is easy to see that, the longer the text,
the more slowly the total vocabulary grows, and hence the less rich the vocabulary
becomes. The logical limit is reached when the author has used every word in
his or her vocabulary. The notion of the “total vocabulary” of an author is more
problematic than might appear, however, for authors normally learn new words
during the writing of a novel, as Holmes (1994) notes, citing Brainerd (1988).
Authors also forget words, or stop using them. In any case, it is clear that the rate
of vocabulary growth normally slows as a text’s length increases. Tweedie and
Baayen present a thorough examination of the theoretical and empirical constancy
of the various “constants,” showing that some are not even theoretically constant,
and that others are not constant when tested empirically (pp. 323–334).

Tweedie and Baayen also point out that the discourse-structure of texts violates
the randomness assumption of the “urn” model underlying many discussions of
vocabulary richness (pp. 333–334). Baayen (1993) states this problem succinctly
and clearly: “Word types are re-used with more than chance frequency in texts.
Once a particular topic is broached, the vocabulary items related to that topic have
a substantially raised probability of being re-used” (pp. 360–361). Elsewhere, he
has shown that the main source of divergence between the predicted and actual
vocabulary size of a text is the use of words more frequently within some sections
of a text, making those sections internally cohesive and also cohesive with each
other (1996, pp. 458–460).

To examine the effects of discourse structure on vocabulary richness, Tweedie
and Baayen perform sophisticated randomization experiments that uncover the
behavior of the constants throughout texts. Their techniques allow them to plot
trajectories for the constants (pp. 334–340), in a way that is reminiscent of
Baayen’s demonstration of different developmental profiles for the divergence from
estimates of vocabulary size (1996, pp. 465–466). Tweedie and Baayen then use a
partial randomization technique that allows the discourse-structure of the text to
be reflected in a developmental profile of each constant throughout sixteen texts
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by eight authors, a technique that leads to “clearer differences in the vocabulary
structure of texts” (p. 344). Their conclusion is that, although selected vocabulary
richness constants capture some “aspects of authorial structure” and allow many
of their sixteen texts to be grouped properly, they do not correctly group all of the
texts by each author nor correctly separate all texts by different authors (pp. 345–
348). Finally, they show that principal component analysis of the 100 most frequent
function words does a better job of grouping and separating texts. Their concluding
discussion is especially valuable in emphasizing the fact that two basic kinds of
statistics provide a substantial amount of information about authorial style: meas-
ures such as K, D, and Vm reflect the rate at which words are repeated and constitute
inverse measures of vocabulary richness; measures such as Z, b, and c are based
on “probabilistic models for word frequency distributions” (p. 350) and measure
vocabulary richness more directly.9

They argue that the use of many constants is not necessary, and that just two
measures, Yule’s K and Zipf’s Z, capture a surprising amount of authorial style
and “are two useful indicators of style,” although they “should be used with care
(given their within-text variability)” (p. 350). As we will see, however, vocabulary
richness is a much less useful and a much more dangerous indicator of authorship
and marker of style and than they suggest.

5. Simpler Techniques for Examining Vocabulary Richness

The statistical methods Tweedie and Baayen bring to their task are impressive.
However, because the number of useful aspects of vocabulary structure is limited,
and because the trajectories of Z and K alone are more accurate than the trajec-
tories of all seventeen constants, duplicating their results with simpler and more
accessible techniques should be possible. These simpler techniques facilitate the
examination of larger sets of texts and a closer consideration of intratextual and
intertextual variation.

The texts analyzed by Tweedie and Baayen are the following:

Baum, L. F. The Wonderful Wizard of Oz; The Marvelous Wizard of Oz10

Brontë, E. Wuthering Heights
Carroll, L. Alice’s Adventures in Wonderland; Through the Looking-Glass

and What Alice Found There
Doyle, A. C. The Sign of Four; The Hound of the Baskervilles; The Valley of

Fear
James, H. Confidence; The Europeans
St. Luke The Gospel According to St. Luke (KJV); The Acts of the

Apostles (KJV)
London, J. The Sea Wolf; The Call of the Wild
Wells, H. G. The War of the Worlds; The Invisible Man
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Figure 2. Cluster analysis of sixteen texts, based on the values of Z(N) and K(N) for the
complete texts.

I downloaded the same texts that Tweedie and Baayen use (from different
sources) and analyzed them with TACT, which produces statistics for types, hapax
legomena, dis legomena, Yule’s K, Herdan’s Vm (a revision of K), the frequency of
the most frequent word, and the repeat rate of the most frequent word (Lancashire,
1996, pp. 108–109). (Yule’s K and Herdan’s Vm should not be confused with
Herdan’s C or Rubet’s k, which have very different derivations.11) First, consider
Figure 2, which attempts to duplicate their results.12 These results are quite similar
to those of Tweedie and Baayen (348: Figure 16), and even slightly more accurate
than their result for final values of Z and K, perhaps because I have standardized
the variables to minimize the effect of the difference in size between Z and K. (The
same analysis performed without standardized variables groups the same texts as
their analysis.)

My attempt to duplicate this result with simpler techniques begins with an
analysis of the first 24,000 words of each of their texts, roughly the length of the
shortest text. Trimming the texts to equal size allows the number of types to be
used as a direct measure of vocabulary richness and lays the groundwork for an
examination of intratextual variability. Figure 3 presents a cluster analysis of the
first 24,000-word section of each of the sixteen texts that tests the separation of
texts and authors.

Although many of the texts are much longer than the excerpts examined in
Figure 3, the number of types and the frequency of the most frequent word in initial
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Figure 3. Cluster analysis of the first 24,000 words of sixteen texts, based on word types and
the frequency of the most frequent word.

sections correctly cluster all sections of texts by Brontë, Carroll, Doyle, James, and
St. Luke, and the sections by London are very close neighbors. This is a better result
than Tweedie and Baayen achieve using the final values for all seventeen constants
for each whole text, the trajectories of all seventeen consonants, or the final values
of Z and K, and is about as good as their best results based on vocabulary richness,
which use full trajectories of Z and K (348: Figure 16).13

Other vocabulary richness measures produced by TACT can be combined in
various ways to test their effectiveness. Herdan’s Vm and the frequency of the most
frequent word, for example, produce groupings that are about as accurate as the
one in Figure 3. The results for Yule’s K and the frequency of the most frequent
word are not as good, but adding the number of dis legomena to Herdan’s Vm

and the frequency of the most frequent word produces very good results, shown in
Figure 4, in which the texts by Brontë, Carroll, Doyle, James, London, and St. Luke
all cluster correctly, a result as accurate as any that Tweedie and Baayen produce,
including that based on principal components analysis (p. 347).

Using equal-sized texts allows for the duplication of the results that Tweedie and
Baayen achieve without requiring the calculation of seventeen constants. We can
now examine what happens when the eight texts are cut into as many 24,000-word
sections as possible and all of the sections are compared. If vocabulary richness
measures truly capture authorial style or identity, the sections of single texts should
cluster with each other and separate clearly from other texts even more strongly
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Figure 4. Cluster analysis of the first 24,000 words of sixteen texts, based on the frequency of
the most frequent word, Herdan’s Vm, and the number of Dis Legomena.

than do different texts by the same author. Figure 5 shows that the frequency of
the most frequent word, Herdan’s Vm, and the number of dis legomena correctly
cluster all sections by Brontë, Doyle, Carroll, James, and the sections by St. Luke
are nearest neighbors, both sections of Wells’s The War of the Worlds cluster
together, and Baum’s The Wonderful Wizard of Oz forms its own cluster.14 These
results provide what initially seems to be rather striking support for the notion that
vocabulary richness may be a marker of authorial style.15

If this kind of analysis proved to work as well on whole texts using the statistics
produced by TACT as it does on equal-sized sections, it would be much simpler
and more accessible than analyses that require tracing the trajectories of constants
throughout texts. To test this possibility, I have analyzed all sixteen of the complete
texts in TACT and performed the cluster analysis shown in Figure 6.

Note that the texts by Baum, Brontë, James, and St. Luke cluster correctly, and
the texts by Doyle are close neighbors. (Yule’s characteristic and the repeat rate
of the most frequent word are very similar and only slightly less accurate.) These
results are as accurate as those reported by Tweedie and Baayen for final values or
full trajectories of all seventeen constants, and for final values of Z and K, and are
only a little less accurate than the results using full trajectories for Z and K (p. 348).

These results suggest that vocabulary richness might be of significant use in
studies of style and authorship attribution. One benefit (and temptation) of statis-
tical programs, however, is that the discriminative power of any of the variables
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Figure 5. Cluster analysis of the twenty-nine 24,000-word sections of sixteen texts, based on
the frequency of the most frequent word, Herdan’s Vm, and the number of Dis Legomena.

Figure 6. Cluster analysis of sixteen complete texts, based on Herdan’s Vm and the repeat rate
of the most frequent word.
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Figure 7. Cluster analysis of sixteen complete texts, based on word tokens and the repeat rate
of the most frequent word.

present in the analysis can be tested. With the same texts clustering under so many
different circumstances, it seems prudent to test the discriminative power of some
less compelling variables. An analysis based on Herdan’s Vm for initial letters and
the repeat rate of the most frequent initial letter correctly clusters the texts by
Brontë, Doyle, James, and St. Luke. Such variables may sometimes have legitimate
discriminative value, but another possibility is that the texts being analyzed are so
different that almost any characteristic will differentiate them from the other texts
in the analysis.

Figure 7 shows another cluster analysis, in which the lengths of the texts (word
tokens) and the repeat rate of the most frequent word are very effective in clustering
the texts, failing only for London if interpreted as favorably as possible. This
analysis allows the mere lengths of the texts to act as one of the variables, even
though correcting for text length was the main reason for the creation of vocabu-
lary richness constants in the first place. Yet it clusters the texts more accurately
than Tweedie and Baayen’s best results involving vocabulary richness. In fact, the
results shown in Figure 7 are both very similar to and about as good as the results
they achieve using principal component analysis of the 100 most frequent words
of the texts (p. 347). Several other collections of measures produce similar results,
and most of them include the repeat rate of the most frequent word. This suggests
that the repeat rate is the most effective single measure among those tested here, but
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it is important to note that all of the most effective groups of measures include ones
that, like the number of tokens, vary with text length. Indeed, the lengths of these
fourteen books alone are fairly distinctive: the easiest way to tell a text by Brontë
from one by Baum is by the thickness of the book. Even though it is true that some
authors tend to write longer books than others, however, text length cannot be taken
seriously as a general indication of authorship: even among the texts analyzed here,
London’s The Sea Wolf is more than three times as long as The Call of the Wild.

6. Vocabulary Richness Measures and Larger groups of Texts

Before drawing any rash conclusions from these strange results, it seems wiser to
add some additional texts to the mix. I have added the thirty novels of my Novel
Corpus because it is easily available and its texts have been extensively checked
and analyzed (Hoover, 1999, pp. x–xii). Furthermore, this corpus is less diverse
than the texts chosen by Tweedie and Baayen, and contains additional texts by
James and Doyle, allowing further tests of correct clustering. The texts are as
follows:

American texts
Winesburg, Ohio (Anderson, 1996) [1919]
My Antonia (Cather, 1996) [1918]
The House Behind the Cedars (Chestnutt, 1996) [1900]
The Awakening (Chopin, 1996) [1899]
The Red Badge of Courage (Crane, 1996b) [1895]
Sister Carrie (Dreiser, 1996) [1900]
Light in August (Faulkner, 1994) [1932]
The Damnation of Theron Ware (Frederic, 1996) [1896]
The Ambassadors (James, 1996) [1909]
Main Street (Lewis, 1996) [1920]
The Sea Wolf (London, 1996) [1904]
McTeague (Norris, 1996) [1899]
The Jungle (Sinclair, 1996) [1906]
The Tragedy of Pudd’nhead Wilson (Twain, 1996) [1894]
The Age of Innocence (Wharton, 1996) [1920]

British texts
Lord Jim (Conrad, 1996) [1900]
The Return of Sherlock Holmes (Doyle, 1996) [1901]
The Good Soldier (Ford, 1996) [1915]
Howards End (Forster, 1996) [1910]
Jude the Obscure (Hardy, 1996) [1896]
A Portrait of the Artist as a Young Man (Joyce, 1996) [1916]
Kim (Kipling, 1996) [1901]
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Sons and Lovers (Lawrence, 1996) [1913]
Of Human Bondage (Maugham, 1996) [1915]
Nineteen Eighty-Four (Orwell, 1994) [1949]
Treasure Island (Stevenson, 1996) [1883]
Dracula (Stoker, 1996) [1897]
The War of the Worlds (Wells, 1996) [1898]
The Picture of Dorian Gray (Wilde, 1996) [1891]
To the Lighthouse (Woolf, 1996) [1927]

To increase the number of authors represented by multiple texts, I have also
added William Golding’s Freefall and The Inheritors and Woolf’s The Voyage
Out, so that nine of thirty-five authors are represented by two or more texts in
the resulting group of forty-seven texts (the sixteen used by Tweedie and Baayen
plus the thirty-three mentioned above, less two texts that appear in both groups).
Figure 8 shows the best results I have been able to achieve, correctly clustering all
texts by only thirteen of the thirty-five authors (including cases in which a single
text by an author forms its own cluster): Baum, Carroll, Luke, Chestnutt, Conrad,
Hardy, Kipling, Lawrence, Lewis, Maugham, Norris, Stevenson, and Twain. Two
of the four texts by Doyle (Hound and Valley), and two of the three texts by James
(Confidence and Europeans) also cluster correctly.

The results using Herdan’s Vm and the repeat rate of the most frequent word
yield slightly poorer results. Other clusters of statistics are even less effective,
and including additional variables generally causes fewer texts to cluster correctly,
much as Tweedie and Baayen found that including all seventeen constants
produced a less accurate result than did Z and K alone (p. 348).

The fact that the same texts by the same authors tend to cluster correctly in the
various analyses above may suggest that these authors’ styles are quite consistent.
Given the ineffectiveness of the clustering overall, however, another possibility
is that the texts by Baum, Carroll, and St. Luke are simply very different from the
other texts in the study without being especially similar to each other. Let us extend
the analysis to include an even larger group of texts: the forty-seven examined in
Figure 8 plus Charlotte Brontë’s Jane Eyre and Shirley and additional novels by
Cather, Conrad, Forster, Hardy, Kipling, and Lewis. The addition of these novels
creates a group of fifty-five complete texts by thirty-six authors, sixteen of whom
are represented by more than one text. For this larger group of texts, a cluster
analysis based on tokens and the repeat rate of the most frequent word is not very
effective, clustering correctly all of the texts of only three authors (Baum, Carroll,
and St. Luke), grouping two texts each by James and Doyle, and placing the single
texts of eight authors in their own clusters. The best clustering, shown in Figure 9,
is produced by seven measures that are somewhat questionable because they are
not completely independent.

Figure 9 shows that all texts by Carroll, Cather, Forster, Hardy, Lewis, and St.
Luke cluster accurately, as well as three texts by Doyle and two texts by James;
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Text Key: Anderson, 1; Baum, 2–3; Brontë, 4; Carroll, 5–6; Cather, 7; Chestnutt, 8;
Chopin, 9; Conrad, 10; Crane, 11; Conan Doyle, 12–15; Dreiser, 16; Faulkner, 17; Ford,
18; Forster, 19; Frederic, 20; Golding, 21–22; Hardy, 23; James, 24–26; Joyce, 27; Kipling,
28; Lawrence, 29; Lewis, 30; London, 31–32; St. Luke, 33–34; Maugham, 35; Norris, 36;
Orwell, 37; Sinclair, 38; Stevenson, 39; Stoker, 40; Twain, 41; Wells, 42–43; Wharton, 44;
Wilde, 45; Woolf, 46–47

Figure 8. Cluster analysis of forty-seven complete texts, based on word tokens and the repeat
rate of the most frequent word.

the single texts by Joyce, Orwell, Stevenson, Stoker, and Wilde form their own
clusters. Unfortunately, this means that the texts of only eleven of the thirty-six
authors cluster correctly – not very encouraging results.

One final expansion of the number texts under analysis will point toward an
explanation. Remember that the twenty-nine 24,000-word sections of the original
sixteen texts clustered quite well (see Figure 5, above). It is unreasonable to expect
measures of vocabulary richness to correctly cluster all 188 of the 24,000-word
sections of the 55 texts that are analyzed in Figure 9, but an analysis using the
same seven variables fails in a spectacular way.16 In fact, Lewis Carroll is the only
author represented by more than one text for whom all the sections of his (two) texts
cluster correctly. For two authors represented by a single text, both sections of that
text correctly constitute complete clusters: Sherwood Anderson’s Winesburg Ohio
and Stephen Crane’s The Red Badge of Courage. In three more cases, both sections
of a text constitute a complete cluster: William Golding’s The Inheritors, H. G.
Wells’s The War of the Worlds, and Kipling’s The Jungle Book. Two single-section
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Text Key: Anderson, 1; Baum, 2–3; C. Brontë, 4–5; E. Brontë, 6; Carroll, 7–8; Cather, 9–10;
Chestnutt, 11; Chopin, 12; Conrad, 13–14; Crane, 15; Doyle, 16–19; Dreiser, 20; Faulkner,
21; Ford, 22; Forster, 23–24; Frederic, 25; Golding, 26–27; Hardy, 28–29; James, 30–32;
Joyce, 33; Kipling, 34–35; Lawrence, 36; Lewis, 37–38; London, 39–40; St. Luke, 41–42;
Maugham, 43; Norris, 44; Orwell, 45; Sinclair, 46; Stevenson, 47; Stoker, 48; Twain, 49;
Wells, 50–51; Wharton, 52; Wilde, 53; Woolf, 54–55

Figure 9. Cluster analysis of fifty-five complete texts, based on the ratio of Hapax Legomena
to Dis Legomena, Hapax Legomena cubed times types squared, Herdan’s Vm, Yule’s K, Carroll
TTR (types/square root of twice the tokens), word length, and the repeat rate of the most
frequent word.

texts constitute whole clusters: Baum’s The Marvelous Wizard of Oz and St. Luke’s
Acts. Finally, in several other cases, two or more sections of text(s) by the same
author cluster together without constituting all the texts by that author or any one
complete text. Clearly these measures of vocabulary richness (and word-length)
capture some aspects of authorial style, but just as clearly, they fail to separate
large numbers of texts by different authors or to cluster all sections of single texts
together.

The number of possible combinations of variables that can be used for cluster
analysis is so great that it is impractical to test them all. Furthermore, the effec-
tiveness of different groups of variables is different for different groups of texts.
After dozens of attempts, however, the best result I have been able to produce
for the 188 sections of the fifty-five texts uses W, H, K, Skewness, word length,
hapax legomena, and the frequency of the most frequent word, and is the same
as the grouping just described, except that both of the texts by St. Luke cluster
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together, and Baum’s The Wonderful Wizard of Oz, and Woolf’s To the Lighthouse
also constitute single clusters.17

7. Intra- and Inter-textual Variability in Vocabulary Richness

Examining measures of vocabulary richness over a moderately large number
of texts makes their frequent failure to distinguish texts and authors seem less
surprising, and even inevitable because the variation shown by a single text or a
single author is often very great. For example, of the 188 sections of the fifty-five
novels discussed above, sections of London’s The Seawolf rank as low as 78th and
as high as 144th in vocabulary, sections of Lawrence’s Sons and Lovers rank as
low as 28th and as high as 97th, sections of Virginia Woolf’s The Voyage Out rank
as low as 61st and as high as 135th, sections of Hardy’s Jude the Obscure rank as
low as 65th and as high as 159th, and sections of Joyce’s A Portrait of the Artist
rank as low as 49th and as high as 173rd. Different novels by the same author also
vary greatly: Doyle’s The Hound of the Baskervilles ranks 25th and 73rd, while
The Sign of Four ranks 127th, Golding’s The Inheritors ranks 4th and 7th while
Freefall ranks 95th, 107th, and 110th, Kipling’s The Jungle Book ranks 12th and
29th, while Kim ranks 102nd, 131st, 145th, and 161st. More concretely, the range
in vocabulary for sections of Golding’s two novels is from 2462 to 3949 words, and
for sections of Kipling’s two novels from 2935 to 4450 words, while eleven texts by
eleven authors occupy ranks 99–109, with vocabularies ranging only from 3876 to
3945. And these are not tiny sections that might be expected to vary significantly –
24,000 words is about half the size of a short novel. If the vocabularies of sections
of different texts by a single author can vary by more than 1500 words while the
vocabularies of sections of texts by eleven different authors can vary by fewer than
70 words, there seems little hope that vocabulary richness alone can be safely used
to determine authorship, or to illuminate an author’s style.

Other measures of vocabulary richness are more complexly derived, but they
display the same problem. For example, values of Z are much larger than the simple
numbers of types, and have a much greater range, from about 9,800 to 113,000 for
the 188 sections. Nevertheless, fifteen texts by fifteen authors occupy the fifteen
ranks from 95 to 109, with a range of Z only from 34,831 to 38,805, while the
ranks of Kipling’s texts range from 20 to 171, with a range of Z from 18,524 to
62,596. The ranks of sections of Joyce’s A Portrait of the Artist range from 72 to
178, with a range of Z from 29,230 to 71,119.

It seems clear that, as more and more texts are added to the comparison, the
point is necessarily reached when no further distinctive values for the vocabulary
richness measures are possible.18 On the practical level, texts like those analyzed
here show that it would be unwise for anyone doing authorship studies to place
much confidence in the presence of a set of texts for a single claimant that display
consistent figures for vocabulary richness: a disputed text displaying very different
vocabulary richness cannot be reliably assumed to belong to a different author.
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Various measures of vocabulary richness produce further interesting differences
in how they rank texts on the basis of vocabulary richness – differences that reflect
their radically different bases and methods of calculation. Tweedie and Baayen
mention the fact that the seventeen measures they examine fall into four groups on
the basis of how they rank their sixteen texts, and that only two of the groups are
very effective at separating texts by different authors (p. 336). My own analysis
of fifty-five complete texts confirms their groupings for the nine of their measures
I have calculated. It is instructive, however, to examine the differences in ranking
among the relatively effective measures a bit more closely. First, consider the rank-
ings of the first 24,000-word section of each of the fifty-five texts examined above.
Figure 10 shows that, for these texts of identical length, the rankings produced by
W, R, k, and C are almost identical and match the ranking for types, Carroll’s TTR,
and the relatively unreliable LN.19 The legend for the chart reads across and then
down, with texts ordered according to how they rank in numbers of types. That
is, LewisM has the largest number of types among the fifty-five sections, ranking
second among all 188 sections; BaumW ranks 188th.20 The measures Z and H,
which belong to the same group, produce somewhat different rankings – in the
case of H, quite different. This result is consistent with the fact that H is least
like the other variables in its group (Tweedie and Baayen, 1998, p. 338). Yule’s K,
which belongs to the other fairly effective group of measures, predictably produces
even more disparate rankings.

So far, these variations in richness order merely emphasize the fact that different
measures of vocabulary richness measure different aspects of vocabulary structure.
When we examine the rankings for the complete texts, however, the effect of the
artificially identical lengths of the texts disappears, and Figure 11 shows a rather
different pattern. For the whole texts, R, k, Z, and Carroll’s TTR are quite consistent,
while W, C, H, K, and LN produce wildly different rankings (the legend reads as
for Figure 10, except that here the texts are ordered by their rank for R). This is
further evidence for the failure of most of these measures to achieve independence
from text length. The great variety in ranking also emphasizes the artificial nature
of the measures and shows why using more of the measures does not produce more
accurate groupings of texts. Finally, the wide disparity in rankings emphasizes how
crucial the selection of constants can be in determining the outcome of an analysis.

8. Conclusion

What have we learned? Readers’ perceptions about which texts or authors have
large vocabularies are not necessarily accurate. Some measures fail to register even
some extreme kinds of textual alteration that intuitively seem important to the
overall style of a text. Because so many of the types in a text are hapax legomena,
different texts and even different sections of a single text by one author are almost
as different in vocabulary content as are texts by different authors, to say nothing of
being different in vocabulary richness. As Tweedie and Baayen have shown, many
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Figure 10. Lexical richness rankings for the first 24,000-word sections of fifty-five texts.

so-called constants either fail to be theoretically constant, or fail to be constant in
practice; some do a poor job of clustering or differentiating texts, and using larger
numbers of measures does not improve the effectiveness or accuracy of an analysis.
We have also learned that some authors are relatively consistent in vocabulary
richness across some texts and sections of texts, while other texts or sections by
the same authors show differences that are quite extreme: an author’s consistency
across one group of texts is no guarantee that the next text by that author will
be consistent with the others. Finally, we have learned that adding more texts to
an analysis based on vocabulary richness reduces its accuracy, and that a fairly
accurate and reliable analysis is possible only with a small and extremely various
group of texts – texts for which such an analysis is least likely to be necessary or
useful.
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Figure 11. Lexical richness rankings for fifty-five whole texts.

Two final cluster analyses, both based on Herdan’s Vm and the repeat rate of
the most frequent word, dramatically illustrate the dangers of using vocabulary
richness measures to group and distinguish texts: Figure 12 shows a group of four-
teen texts by seven authors that cluster perfectly, and Figure 13 shows a group of
sixteen texts by eight authors with no correct clusters at all. The chief determinant
of the accuracy of clustering in an analysis based on vocabulary richness is simply
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Figure 12. Cluster analysis of fourteen texts by seven authors based on Herdan’s Vm and the
repeat rate of the most frequent word: Best case scenario.

Figure 13. Cluster analysis of sixteen texts by eight authors based on Herdan’s Vm and the
repeat rate of the most frequent word: Worst case scenario.
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the choice of texts to be analyzed. Had Tweedie and Baayen picked the texts in
Figure 13 to analyze, their conclusions would have been radically different. In
retrospect, this is hardly surprising. The tremendous variety of texts within their
group of sixteen – from Early Modern English religious texts to children’s literature
to detective fiction to science fiction – is so great that a perceptive reader of the texts
should be able to identify the author of nearly any 50-word passage from any of
the texts.

Despite the attractiveness of measures of vocabulary richness, and despite the
fact that they are sometimes effective in clustering texts by a single author and
discriminating those texts from other texts by other authors, such measures cannot
provide a consistent, reliable, or satisfactory means of identifying an author or
describing a style. There is so much intratextual and intertextual variation among
texts and authors that measures of vocabulary richness should be used with great
caution, if at all, and should be treated only as preliminary indications of author-
ship, as rough suggestions about the style of a text or author, as characterizations
of texts at the extremes of the range from richness to concentration. Perhaps their
only significant usefulness is as an indicator of what texts or sections of texts
may repay further analysis by more robust methods (see Hoover, 1999, pp. 79–
113). Unfortunately, the long-cherished goal of a measure of vocabulary richness
that characterizes authors and their styles appears to be unattainable. The basic
assumption that underlies it is false.

Notes
1 In “Authorial Attribution and Computational Stylistics: If You Can Tell Authors Apart, Have You
Learned Anything About Them?” Craig (1999) provides a helpful and illuminating discussion of the
linkage between authorial attribution and statistical stylistics (he addresses multivariate analysis of
frequent words rather than vocabulary richness), a linkage that is also signally present in the work of
John F. Burrows (1987, 1992; Burrows and Craig, 1994).
2 Yule (1944) seems to have begun the search for a single constant that measures vocabulary richness
independently of text length. His characteristic K achieves independence of text-length, and its calcu-
lation takes into account the frequencies of all of the words in a text. Tweedie and Baayen provide
a useful overview of the origins of and formulas for the most important measures of vocabulary
richness (1998, pp. 325–331).
3 When I have presented similar lists of authors to English graduate students at New York University
over the past fifteen years, Faulkner and James have invariably been among the authors predicted to
have the largest vocabularies.
4 Thoiron defines the two measures as follows (198, 200):
Diversity:

∑
i(i − 1)Vi/N(N − 1)

Entropy: − ∑
Vi · pi log pi where pi = i/N or

log N − ((1/N)(
∑

i · Vi · log i))

Tweedie and Baayen define them slightly differently (1998, pp. 329–330):

Diversity:
∑V (N)

i=1 V (i,N) i
N

i−1
N−1

Entropy:
∑V (N)

k=1 − log(pk)pk

5 Herdan’s Vm is defined as follows:
√∑V (N)

i=1 V (i, N)(i/N)2 − 1
V (N)

(Tweedie and Baayen, 1998,
p. 330). The repeat rate of the most frequent word is simply the number of tokens divided by
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the frequency of the most frequent word. Kurtosis, a measure of the pitch of the word frequency
distribution curve, and skewness, the peaking of the distribution at a value higher or lower than the
mean, will not be discussed further. Yule’s K is defined as follows: 104[− 1

N
+ ∑

i V (i, N)( i
N

)2]
(Tweedie and Baayen, 1998, p. 330). The figures for K in Table 1 are independently calculated,
rather than taken from TACT. I am grateful to CHUM’s reviewers for pointing out that the figures for
K that TACT produces (which are not affected by the doubling of a text) are erroneous.
6 Zipf’s Z is a free parameter of which the vocabulary of the text, V(N), is a function: V (N) =

Z
log(p∗Z)

N
N−Z

log N/Z, where p∗ “is the maximum sample relative frequency – the frequency of the
most common word divided by the text length” (Tweedie and Baayen, 1998, p. 331). Carroll TTR is
the number of types divided by the square root of twice the number of tokens, and Sichel’s S is the
ratio of dis legomena to total vocabulary size (p. 329).
7 I should emphasize that I am making no claims about the statistical significance of any of these
differences. Any statistical tests for significance would be better carried out on larger samples, and
seem unnecessary for the rather general point I am making here about the differences and similarities
among doubled and combined texts.
8 Yule himself considered vocabulary concentration (a small, focused vocabulary) rather than vocab-
ulary richness (a large, varied vocabulary) a mark of high quality (1944, pp. 122, 131); a high K value
implies a small vocabulary. For fiction, however, a richer vocabulary is likely to be more highly
valued.
9 The measures K, D, Vm, and Z have been defined above. The measures b and c, which come from
Sichel, are two free parameters related to vocabulary size as follows (Tweedie and Baayen, 1998,

p. 331): V (N) = 2
bc

[1 − eb(1−√
1+Nc)].

10 Tweedie and Baayen list this text as Tip Manufactures a Pumpkinhead, which seems to be a
subtitle.
11 The other constants are defined above; Herdan’s C and Rubet’s k as follows (Tweedie and Baayen,

1998, p. 327): C = log V (N)
log N

k = log V (N)
log(logN)

.
12 Unless otherwise indicated, all cluster analyses were performed in Minitab using standardized
variables (to reduce the effect of differences in variable size), complete linkage, and Euclidean
distance.
13 The repeat rate of the most frequent word is independent of the length of the text, so that it would
seem a more appropriate measure to use than the frequency of the most frequent word. Nevertheless,
when the texts being compared are of equal size, I have sometimes used the frequency of the most
frequent word because it results in more accurate clustering.
14 Minitab actually clusters the texts by St. Luke and Baum’s Wizard together, although the separ-
ation between the two authors is fairly clear. Since more accurate clustering works against my
argument, however, I have interpreted this and some other dendograms liberally. Tweedie and Baayen
do not indicate the precise cluster membership in their dendograms, so that it is not possible to make
fully accurate comparisons.
15 To be attractive as indicators of authorial style, analyses involving vocabulary richness should
ideally be at least 95% accurate, corresponding to p < 0.05. None of the analyses presented here
achieve that level. As we will see, however, the problems with vocabulary richness are so severe that
the issue of precise accuracy is not terribly important.
16 Crane’s The Red Badge of Courage has only 46138 words; I have added the beginning of “The
Bride Comes to Yellow-Sky” (Crane, 1996a) to make forty-eight thousand words.
17 W and H are defined as follows (Tweedie and Baayen, 1998, pp. 328–329):
W = NV (N)−a

H = 100 log N

1− V (1,N)
V (N)

18 Principal Components analysis of the most frequent words of texts has a far greater potential for
separating large numbers of texts because of the large number of variables involved. As Tweedie and
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Baayen note, however, even a cluster analysis based on principal components fails to group all of the
texts correctly (pp. 346–347). They do not give sufficient details about this part of their analysis to
allow any firm conclusions; further work will be required to determine whether this local failure of
principal components analysis is actually more general.
19 LN is defined as follows (Tweedie and Baayen, 1998, p. 328): LN = 1−V (N)2

V (N)2 log N
.

20 The abbreviations for the texts should be transparent. Note that for James’s Confidence, I have
used the second section rather than the first. As occasionally happens, TACT’s count for types is
slightly different from my own (here 24,001 rather than 24,000), and even this small difference alters
some of the measures of vocabulary richness. I have used the rankings from 1 to 188, rather than 1
to 55 so that the minor differences among the texts can be seen.
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